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One thing important

Evolution' is a 1973 essay by the evolutionary
biologist Theodosius Dobzhansky, criticising anti-
evolution creationism and espousing theistic evolution.
* The essay was first published in the American Biology Teacher,
volume 35, pages 125-129.
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Big Data k #(4%, # & R A HKEZ, HZTELLTH

if ok (Velocity)s % & (Variety)s ¥ #8214 (Veracity):

* Volume: 32 X 243809~ £, RHE. &G, BZHIPE

« Velocity: B 20k AL PG R0, 5007 4309 = N7, 7T At R AL 1L
55~ %F 6 B 19

* Variety: % THIR W RZKFENTLE, &8 XLF F5 WA BRF
FLEMME. JESEA MY R

+ Veracity: 7 $EPE35 69 & 5 549 RIR TAF L Z U, X2 B A 49
THEE MERG RS, ZRIFEAY AR P AL, R oW a9 4 R
TR AR Y

From & £ 5 #

Taming big data, Lisa K. Stapleton, Senior Editor, IBM Data
Management magazine




Google data center

* Google 36 NMNKIFEF w, H P EZEA194 BRM124
BT HAS A RAS, B34 (dbw-Google.cn, A
Google.com.hkfe A 7 &14")
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Google Quarterly Capex (Millions)
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2Q2006 4Q2006 2Q2007 4Q2007 2Q2008 4Q2008 2Q2009 4Q2009 2Q2(

« 1Q2006: $345 milion e 2Q2008: $698 milion
« 2Q2006: $699 milion « 3Q2008: $452 milion
« 3Q2006: $492 milion e 4Q2008:$368 milion

e 4Q2006:$367 miion e 1Q2009: $263 milion GooglelI WIS :  “ffith
e 1Q2007:$597 miion o 2Q2009: $139 milion FHERMER, REdEmAE
e 2Q2007:$575miion e 3Q2009: $186 milion PR 2.

e 3Q2007:$553 miion e 4Q2009: $221 milion GR IR Igoogle)

e 4Q2007: $678 million e 1Q2010: $239 milion
e 1Q2008: $842 million e 2Q2010: $476 milion



Google X Lab

* Google X Lab, sometimes known as Goo isas

run by Google thought to be located somewhere in the Bjy
Area of Northern California. Work at the lab is overseen

by Sergey Brin, one of Google's co-founders.

* Reportedly worked on at the lab is a list of 100 projects
pertaining to future technologies such as a space elevator, self-
driving car, augmented reality glasses, a neural network that
uses semi-supervised learning, enabling speech recognition and
extraction of objects from video - for instance detecting if
a catis in a frame of video, and the Web of Things.

From Wiki



Self-driving car

+ Sebastian Thrun is a Research Professor of Computer Science
at Stanford University, a Google Fellow, a member of the
National Academy of Engineering and the German Academy
of Sciences. Thrun is best known for his research in robotics

and machine learning, specifically his work with self-driving
cars.

+ How Google's Self-Driving il
Car Works. IEEE Spectrum

- o

http://robots.stanford.edu/




“ Andrew Ng, Director, Stanford Art|f|c| talliccame oo
Computer Science Department Stanford University
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+ Building High-Level Features using Large Scale
Unsupervised Learning. Quoc V. Le, Marc'Aurelio Ranzato,
Rajat Monga, Matthieu Devin, Kai Chen, Greg S. Corrado,
Jeffrey Dean and Andrew Y. Ng. InProceedings of the Twenty-

Ninth International Conference on Machine Learning, 2012.
http://ai.stanford.edu/~ang/ Google I Afifi iR l: N T8 Be 1HT F A




Machine translation

techniquevs, which might

Intuitively one might think, that language experts crafted tons
of rules and translated millions of words. This work would then
serve as a basis for the translation service. Far from it!

In reality, Google uses publicly available data on the Internet
which already exists in a translated version. For example all the
European Union documents need to be translated by experts
into the several languages of the European countries. Google
grabs those documents and many many more and allows a
Machine Learning algorithm to crunch this massive amount of
data to detect patterns and learn translations. This approach
makes it possible to translate texts to 58 different languages in
a decent quality.
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“mData Exploration is everywhere
2\What's we should do for biological data?




4 W EF K IIE?

« Sergey Brinéy -7 2 — {2 AP AT E, EHT19965F T A=
RFRRANFEFF X EREEERAEEFEEF L,
3+ 5Sergey Brindt ] & 2 48 B, #7 7 E R B E- X 7 dp A9 3R
RAH TR R IR Y om B 42 &5, TR AR AR BE A3t X
J&—k Google 8 IR ¥4k 23 L, Sergey BrindZ i #4725
H—RAVERRE T RO T ERHES, B RFELE. %
H. FRAR M HIE, KBRS R L8R,

* U =R X ERRNEFHRFHAT R, HREZBEFHAR
A8 ) 69 18 £ AR R AT AR T 23898 5 77 ik, Bp 42 B ARG
AT BT F BaF & (peerreview ) fe Z K AF 504 R, 12
A A B KT H IR o B S AR IR 8 BB X IE,
Sergey Brin JF 4] T —# 1< Bl 695 52 77 Xeo

« Sergey Brin: £ B XA R, <ARtdAd» 201253 H




NGS: Next generation Sequencing data: RNA-seq &

¢ILMN-GAOO1 3 208HWAAXX 1 1 110 812
ATACAAGCARGTATAAGTTCGTATGCCGICTT
+ILMN-GAOO1 3 208HWAAXX 1 1 110 812
hhhYhh]NYhhhhhhYIhhaZT [nYHNSPKXR
@ILMN-GAOO1 3 208HWAAXX 1 1 111 879
GGAGGCTGGAGTI GGGGACGTATGCGGCATAG
+ILMN-GAOO1 3 208HWAAXX 1 1 111 879

hSWhRNJ\ hFhLdhVOhAIBENFKD@PAB?N?

Reads (fasta)
+ quality scores (fastq)
+ mapping (BAM)

Reads => Signal (Intermediate file)

Accumulating @ >1 Pbp/yr (currently),
~20% of tot. HiSeq output

Should we store & share high or
low level data ?

Overlap
identification

Overlap profile

[PLOS CB 4:e1000158]




Personal omics is coming

Cell 748, 1293-1307, March 16, 2012 ©2012 Elsevier Inc. 1293

Personal Omics Profiling
Reveals Dynamic Molecular
and Medical Phenotypes

Rui Chen,':11 George |. Mias, 11 Jennifer Li-Pook-Than,'.1! Lihua Jiang,'-1' Hugo Y.K. Lam,'.2 Rong Chen,212

Elana Miriami,! Konrad J. Karczewski,' Manoj Hariharan,! Frederick E. Dewey,® Yong Cheng,' Michael J. Clark,’
Hogune Im,! Lukas Habegger,®7 Suganthi Balasubramanian,®? Maeve O’Huallachain,’ Joel T. Dudley,?

Sara Hillenmeyer,! Rajini Haraksingh,! Donald Sharon,! Ghia Euskirchen,! Phil Lacroute,’ Keith Bettinger,' Alan P. Boyle,’
Maya Kasowski,! Fabian Grubert,’ Scott Seki,? Marco Garcia,? Michelle Whirl-Carrillo,’ Mercedes Gallardo,®1°

Maria A. Blasco,? Peter L. Greenberg,* Phyllis Snyder,! Teri E. Klein," Russ B. Altman,’ Atul J. Butte,? Euan A. Ashley,®
Mark Gerstein.®7¢ Kari C. Nadeau.? Hua Tang,! and Michael Snyder'-*

Personalized medicine is expected to benefit from combining genomic
information with regular monitoring of physiological states by multiple
highthroughput methods. Here, we present an integrative personal omics profile
(iPOP), an analysis that combines genomic, transcriptomic, proteomic,
metabolomic,and autoantibody profiles from a single individual over a 14 month
period. Our iPOP analysis revealed various medical risks, including type 2
diabetes.



Single cell data

1. Perturbations : .~ 3.Correlated phospho-
. | 2. Multiparameter / ‘ measures per cell >
K ~ Flow Cytometry ] &
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of cells
_— |||' n lllll « condition ‘a’
« condition ‘b’
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f\’ F-B. Influence | :
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Relative amounts

measured
p4 ~ variables

Causal Protein-Signaling
Networks Derived from
Multiparameter Single-Cell Data

22 APRIL 2005 VOL 308 SCIENCE Karen Sachs,"* Omar Perez** Dana Pe‘er.”

Douglas A. Lauffenburger,'{ Garry P. Nolan®{




The Encyclopedia of DNA

namre

-

 ATIOUSADGENONES
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v

Aim: to delineate all f
Encoded in the human genome.

S S,

Consortium
Comprises
~50 Labs

Subprojects:

Transcriptome
- 2

Chromatin
+

TFs

Elements (ENCODE)

Gene expression data
CAGE data

DNA methylation data

TF binding data

Histone modification data
CHIA - PET data

Dnase hypersensivity data
Protein expression data

A total of >40 papers
In 2012
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Curse of dimensionality (4 & & )

e curse of dimensic
arise when analyzing and organizing igh-dimensionz |
spaces (often with hundreds or thousands of dlmen5|ons)
do not occur in low-dimensional settings such as the physical
space commonly modeled with just three dimensions.

®There are multiple phenomena referred to by this name in
domains such as sampling, combinatorics, machine
learning and data mining. The common theme of these
problems is that when the dimensionality increases, the
volume of the space increases so fast that the available data
becomes sparse.

®The term curse of dimensionality was coined by Richard E.
Bellman when considering problems in dynamic optimization
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O XM HT (Correlation)
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Counting is important

* The first step to deal with first-hand data

# The way to count really matters (ask a good question
and count in a smart way)
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Good examples for counting

g
N = 7N .

o455 51 0 do 963 1 % 1 P Ao AR XHEF,
mﬁﬁww%&ﬁ%m%ﬁﬁﬂ*ﬁ, R LFE R4 ST .
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(%~ 4is 48). HZE2010548, A AF EANSH T ZE LI

B &

% #t 41 (Charles Robert Darwin 1809),

HRIT T AR, EERAYFER, ML EEAA, ¥
T MAE RS AARE T 1 s F 8930 3R AAT, S Fed i 254
FHTTRTONERE, BRIAMMFTAELT L ER
AE K ®ea A IRIE G — G R E




Recent example: Scale-free networks

Power-law distribution

log P(k) })_o .
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log k

log(Degree)

HubS dictate the structure of the network
[Barabasi] &%ﬁ*ﬁﬁ@%ﬁﬁ?ﬁﬁﬂ@$io



Correlation

* Low level correlation
Two variables (correlation and causal relationship)

+ Middle level correlation
Two data sources

* High level correlation
Two disciplines X v % w % 4



Degree correlates with essentiality

"hubbiness"

| %

"hubbiness"
Average degree (K)

()]
1

[Yuetal., 2003, TIG]

Not important

important

Very important

Essential
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Determination of "Level" in Regulatory Network

Hierarchy with Breadth-first Search

|. Example network with all 4 motifs Il. Finding terminal nodes (Red) |

1. Finding mid-level nodes (Green) IV. Finding top-most nodes (Blue)
Level 3
Level 2

Level 1 Level 1

[Yu et al.. PNAS (2006)1
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S. cerevisiae E. coli

[Yu et al., Proc Natl Acad Sci U S A (2006)]



E. Coli _D'_gn

E. coli transcriptional

External constraints

Natural environment

regulatory network Linux call graph
Functions
Nodes Genes (TFs & targets) e
. Edges sy Fional Function calls
Basic regulation
properties of
systems Hardware architecture,

customer requirements

O o evluionry | Random muaion & | g’ i
L. coli transcriptional Linux call graph
regulatory network
Number of nodes 1378 12391
Number of persistent nodes 72* (5%) 5120 (41%)
Number of edges 2967 33553
Number of modules 64 3665
Number of comparative 200 bacterial genomes 24 versions of kernels
references
Years of evolution Billions years 20 years

[Yan et al.. PNAS (2010). in pressl

Comparing genomes to computer operating sy
in terms of the topology and evolution of
their requlatory control networks

Koon-Kiu Yan®, Gang Fang?® Nitin Bhardwaj®, Roger P. Alexander®, and Mark Gerstein®<'
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Data 2 Model
Model = Prediction



What is a statistical model for me?

A statistical model is a set of Involving random
variables, with associated assumptions, devised

In the context of a question and a body of data concerning
some phenomenon, with which tentative answers can be

derived, along with measures of uncertainty concerning these
answers.

gues tions + data ——3» answers + measures of uncertainty
(CEIR0([s), model

Department of Statistics, University of California at Berkeley
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# Max P(D|M) maximum likelihood estimation (MLE)

« Net#r (Bayesian) 23,
P(M|D)= P(D|M)P(M)/P(D)
Maximmum a posterior (MAP)

BT TREERBNERXAR



Overfitting

+ When estimating parameters foramodel froma
limited amount of data, there is a danger of overflttlng,
which means that the model becomes very well
adapted to the training data, but it will not generalise
well to new data.

# Observing for instance that three flips of a coin[tail,
tail, tail] would lead to the maximum likelihood
estimate that the propobality of head is 0 and that of
tail is 1.

* We can use prior knowledge to constrain the
estimates. For example pseudocounts can be
introduced
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Model #1
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Model #2

or 27

Figure 28.2. How many boxes are

behind the tree? s .
MacKay [fJZ#1E (Information Theory :

Inference and Learning Algorithms)
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* P(M|D) =< P(M)* P(D | M
* 5AZ R B & J}*‘xiiﬁ/?i/‘? E'J
« In P(M | D) o< In P(M) + In P(D | M)

Also known as Occam’s Razor

When the solution is simple, God is answering.
Albert Einstein

Make everything as simple as possible, but not simpler.
Albert Einstein




One important note

All models are wrong, bt
George E.P. Box

% George Edward Pelham Box (born 18 October 1919)is a
statistician, who has made important contributions in the areas
of quality control, time-series analysis, design of experiments,
andBayesian inference.

¥ Box famously wrote that "essentially, all models are wrong,
but some are useful" in his book on response surface
methodology with Norman R. Draper.

% E B AR 2 K3 £ 5 RR. A Fisherg it 4 A4z, #
AEEAA g RHBFZHAARRE, =H %ﬁ"’%“é\S S. Wilks
woRT. £RR WAShewhart e E 2 RAH 4
Guy4R 3 69 3 13 %




The End of Theory: The Data Deluge

Makes the Scientific Method Obsolete
By Chris Anderson

WIRED MAGAZINE: 16.07




* Tennis playing

+* The trace?

* Theory or data?



Data driven
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Google changed the situation

20115 = | #90Reilly AT % +

Technology Conference) L, Peter Norvng (43\;1}; 5 re

51 George Box#y & B 46 HEAT T .47 P AR AR LR, &
Iy, RAEEEABEBGE LT R, ("Allmodels are wrong,
and increasingly you can succeed without them.")

O’Reilly Media i@ it B H. &, ALXRSE. AL o LEF
7 RAEF #4018, B1978F 746, O’Reilly — AL AR AT & Kk
6 LAEH Fa 3 .




J- ¢ Take home message
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- rocedure---

e System Perturbation

e Generating of comprehensive global data
e |Identification of key molecules

e Network modelling

e Generation of hypotheses

e Validation of hypotheses



Taste the science

« FER ik, BA. BT ek

* Several examples to taste the style



The Roots of Morality



I An fMRI Investigation of I

Emotional Engagement in Moral
Judgment

Joshua D. Greene,’** R. Brian Sommerville,” Leigh E. Nystrom,'-?
lohn M. Darlev.? lonathan D. Cohen™?#

SCIENCE VOL 293 14 SEPTEMBER 2001

In two functional magnetic resonance imaging
(fMRI) studies using moral dilemmas as probes,
we apply the methods of cognitive neuroscience
to the study of moral judgment.



Experiment #1

Is it morally acceptable to
redirect a runaway trolley car
hurtling toward five workers
onto a track with just one
worker?




Experiment #2

How about pushing a man
off a footbridge into the path
of the trolley to stop it before
it hits the hapless workers?



The moral brain.

Neuroimaging studies have linked several brain regions to moral cognition.
Disruptions to the right temporoparietal junction (brown), which is involved in
understanding intentions, or the ventromedial prefrontal cortex (green), which
processes emotion, have been found to alter moral judgments. Greene and
colleagues have suggested that activity in the anterior cingulate cortex (pink)
signals conflict between emotion, reflected by activity in the medial frontal gyrus
(blue) and other areas (orange, brown), and “cold” cognition, reflected by
activity in dorsolateral prefrontal cortex (yellow).



reported that the medial frontal gyrus and other bram
regions linked to emotion become more active when people
contemplate “personal” moral dilemmas These impersonal
dilemmas preferentially activate a different set of brain
regions thought to contribute to abstract reasoning and
problem solving.

Greene envisions a tug of war between emotion and cognition
In the brain: Emotions tell us we’ll feel terrible if we push the
man; cognition says: Push him! Five is greater than one.
Greene suspects that the arbiter in this conflict may be a brain
region called the anterior cingulate cortex. Previous studies
have found that this region fires up when people wrestle with
many types of internal conflicts, and it did so when subjects Iin
Greene’s study faced particularly difficult moral dilemmas.
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by Ur| Alon
June 2006, Chapman&HaII/CRC Taylorand FranCIs sroup

% Systems Biology : Properties of Reconstructed Networks
by Bernard Palsson
January 2006, published by Cambridge Univ. Press

X Systems Biology in Practice: Concepts, Implementation And Application
Klipp, E et al.
John Wiley & Sons Inc. 2005

® Systems Biology: A Textbook Edda Klipp, et al. 2009

SYSTEMS
BIOLOGY

http://www.systems-biology.org



e music of life: Biolog
+ Denis Noble

* He is one of the pioneers of Systems Biology and
developed the first viable mathematical model of the
working heart in 1960. He is also a philosopher of
biology, and his book The Music of Life challenges the
foundations of current biological sciences, questions
the central dogma, its unidirectional view of
information flow, and its imposition of a bottom-up
methodology for research in the life sciences

0 R —— e AR 2 AR 89 S (R RGAL)




State-of-Arts

X Alerts from Science, Nature, Cell, PNAS

¥ Nature Molecular Systems Biology
¥ BMC Systems Biology

X |ET Systems Biology

¥ Other related journals

® Google, Wiki



* Networking the whole biological system, rather than studying
its isolated parts.

# Integrating large amounts of data in the context of biological
network (Sequence, structure, function, gene expression,
protein expression, protein interaction, protein-DNA interaction,

and literature data).

70
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Networks as a universal model

“Internet P - _
[Burch & Cheswick] i Electronlc
Circuit

Disease Neural Network
Spread o [Cajal]
[Krebs] N
Protein
Interactions (€
[Barabasi] e Social Network
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1D: Complete
Genetic Partslist

~2D: Bio-molecular
Network

3D: Detailed
structural
understanding of
cellular machinery
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